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Apercu du Projet

Objectifs de la SAE

X PRO> MO virtual Environment 747 Sezch

Server View Datacenter
& Datacenter (cluster1s) Q search
Bo pretst. e Gestion et creation de la virtualisation
106 (light2) & Summary Type . /
e O Notes - e Mise en place d'un réeseaux
pet = Cluster | - . .
104 {pc-admin) HC 1
108 (FSTCSBUSTEST} @ Ceph E% node * CreajUOn d un Scrlpt
109 (OPNSENSE) & Options B node e Gestion du stockage
[ £ 100 (Windows10-virtia) = Storage ® pool L )
S(]BACKUP (pre15-1) , e Utilisation de proxmox
= iscsid0s (prets-1) Backup qemu
£ iscsi306 (pvels-1) £3 Replication qemu
%H :nca: [TE[15_11}5 1 o' Permissions it
=| | local-zfs (pvel5- emu [ ] [ L
=[] remote-lvm305 (pve15-1) & Users :
= [ remote-vm306 (pve15-1) 8 API Tokens qemt 0 bj e Ctlfs e n e n t re p r I Se
B preis2 @ Two Factor [ geme
205 (ns.r304-15.sae proj) qemu
103 (pc30-2) & Groups gemu
105 (linux-test) W Pools
107 (WIN16-AD) # Roles qeme
1001 (Test1-Clone-10) @ Realms gemu
1002 (Test2-Clone-10) gqemu _ . . .
[bum Wint6template) ® HA [ qeme e Creation d'un parc informatique
£ [| BACKUP (pve15-2) — < . . .o .
= foceia0s (e152) o e e Systéme garantie de continuité de service (cluster)
= iscsi 815 e = storage : A + A
= oo oz, W Metic Sever | = sorage e Mise en place de vlan pour augmenter la sécurité et
S e e = Suppor = e repartir les réseaux en fonction des services
= remaote-Ivim 2o~ = storage
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= storage
E storage
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Avancement

Seance

Tache prévue

Taches effectuées

Délivrable Resp. Etat
1 UGo OK
2 LUCAS OK
3 LUCAS OK
4 uGo OK
5 LUCAS OK
6 LUCAS / UGOD OK
7 uGo OK
8 UGo OK
9 UGo OK
10 UGo OK
11 UGo OK
12 UGO / LUCAS OK
13 UGo OK
14 uGo OK
15 UGo OK

Semaine 1 Préparation dez disques 4.1 Réponse a Cahier des
avec idrac et Installation  charges
el configuration ProxMox = Preparation des disques
42 ok
Installation proxmox ok
Cluster Ok
Semaine 2 Creafion du cluster Creations des templates
Creafion de Template Win16 et 10 Ok
Semaine 3 Mise en place des ' Conf switch OK
VLANs et de la “Attention Trunk sur HP |=
configuration du routeur  Trunk Cizco®
ainsi que le switch HP VLAN ROUTER QK
MAT OK
Ajout client OK
SERV WEB OK
AD WIN 16 OK*
DNS CONFIG OK
Semaine 4 Ajout des poste client =cript P5 ok
Installation des services | API PROXMOX automat.
dan=s la DMZ OK CLONE OK
TJR PBE DIG... VALID 7 &5
semaine 5 Configuration du serveur
WEB OK
Installation du service
active directory
Semaine 6 Automatisation avec I'API | SCRIPT 10 MACHINES
Proxmox PS OK
Semaine 7 Installation d'un =uite =cript
environnement de
developpement
Powershel
Semaine 4 Suite de 'automatisation = Remplacement du routeur
Acces a APl avec par un Firewall.
PowerShell
Semaine 9 Cibles =C5l Préparation soutenance
Remplacement du

routeur par un Firewall
Mise en place du Firewall




Chronologie du Projet

4h
]

1 séance

Installation xeroxmox

Installation des deux serveurs avec
configuration du cluster ainsi que la
création des machines virtuelles

8 h
N

2 séances

Mise en reseaux

Création du serveur avec des vlans
ainsi que du routage pour permettre
de relier les deux serveurs sur notre
reseaux

4 h
N

1 séance

APl 3¢proxmox

Création d'un script automatique via
porwershell pour permettre la création
de vm automatique

8 h

2 séances

Stockage ISCSI et
Sauvegarde

Connexion a une baie de stockage
ISCSI pour la sauvegarde des vm mais
aussi leurs stockage



X PROXMOX

Hyperviseur type1  Debian Stable 64 bits

Partitionnement de 15 avril 2008
disque dur avec LVYM2

gratuit (mais

7.3 (22 novembre 2022)
support payant)

Développé par Proxmox Server Solutions GmbH


https://fr.wikipedia.org/wiki/Disque_dur
https://fr.wikipedia.org/wiki/LVM
https://fr.wikipedia.org/wiki/D%C3%A9veloppeur
https://fr.wikipedia.org/wiki/Debian

Réseaux & Infrastructure

Nom DNS

IP / masque

r15.r304-15.sae proj

10.1.15.74/24

pve15-1.sae.proj

10.1.15.75 /24

pve15-2.sae.proj

10.1.15.175 /24

gw.rt.iut

Hote 0S5 Env. IP DNS
pve15-1.5ae.proj Proxmox | Plateforme | 10.1.15.75/24 | 10FS4198
physique
pve15-2.sae.proj Proxmox | Plateforme | 10.1.15.175/24 | 10SS4198
physique
dns.r304-15.sae.proj | Linux Conteneur | 10.98.40.1/24 | IONSE198

Centosé
www.r304-15.sae.proj | Linux Conteneur | 10.98.40.2/24 | IDFFES8
Centosd
masae_local Win2016 | VM 10.98.10.1 /24 | IOFFES8
PC-ADMIN Win10 | VM 1098201 /24 | NOREE0S
PC1 Win10 | VM 1098301 /24 | NOREE0S
PC2 Win10 | VM 1098302 /24 | NORE0S

RT:172.16.0.0/16

10.1.15.2

172.16‘0.200

dns.rt.iut

==
v0.1.15_254

,h -

iut1r-srv-gwtp.u-ga.fr
152.77.180.2

L 4

v

Y

LAN 15:10.1.15.0/24

-~

— =

pca-15.rt.iut

172.16.55.105

ldrac

.

r
a
.

10.1.15.75

F‘Dr’[ 3

Port 1

pve15-1.sae.proj
Vian 10/20/30/40

Fa0/0 | r15.r304-15.sae.proj

‘1 15.179

F’ﬂrt 2

pve15-2.sae.proj
Vian 10/20/30/40

172.16.55.106

10.1.15.1 E

Réseau grenet

‘—’
pcb-15.rt.iut

Vlan 40 DMZ :
10.98.40.0/24
Vlan 10 Serveurs
10.98.10.0/24
Vlan 20 Admin
10.98.20.0/24
Vlan 30 Client
10.98.30.0/24



C:\Program Files\PowerShell\T\pwsh.exe — [l x

PowerShell credential request
k . VE Username and password, username formated . Sr@pam, : , : rdomain or

'aSSUUPd for user

1 Connect- Pvetlaster -HostsindPorts : -SkipCertificateCheck
2 SnomClone = read-host "Entrez le mom do clons™
[Fwhile ($nomClone —eq ””}{

4 Write-Host "Vous n'avez rien =saisi "
= Start-5Sleep —-Seconds
7 SnomClone = read-host "Entrez le mom dua clons"
T -1
i SidACloner = read-host "Entrez UID de la VM a clonex®
[Fwhile ($idACloner -eq ””}{
10 Write-Host "WVous n'avez rien saisi "
11 Start-5S5leep -Seconds

- : = read-h P e 7= T
:? Ly SidACloner Feadmnost TEntres URD G 48 WS ciones 7 lﬂ nom du clone:
14 SidDuClone = read-host "Saisir 1'UID du clone® L UID de la VM
15  [Hwhile(§idDuClone -=g ””}{ gisir 1° UZD du clone:
16 Write-Host "Vous n'avez rien saisi '™

1 Start-5S5leep -Seconds

18 S$idDuClone = read-host "Saisir 1'"UID dua clones"
15 -}
20 Hew-PvelModesQemulClone -HName SnomClone -Hode pwvelS-2 -full -Storage local-zfz -Vmid $idACloner -Hewid S$idDuClone
21 Write-Host "Clone en cours..."
22 Start-5lecep -Seconds
A [Hwhile(((get-FvelodesQemuStatusCurrent —-vmid $idDuClone -node pvel5-2) .Response.data.lock) -=g "clons") {
24 Start-5Sleep —-Seconds
25 -}
26 Spass = read-host "Saisir un mot de passe pour la VH"
2T [Flwhile ($pass -=q ""){
28 Write-Host "Vous n'avez rien saisi "
259 Start-Sleep -Seconds

30 Spass = read-host "Saisir un mot de passe pour la VH"

31 -1
32 Hew-PveNodesQemuConfig -vmid $idDuClone -Hode pvel5-2 -Cipassword (ConvertTo-Secure!
H Set-PvelodesQemaConfig -Sshkeys "HeyOpenSSH" —-Vmid $idDuClone -Hode pwvels5-2

34 S5ip = read-host "Saisir 4L% BIP/CIDR

35 while(5ip -=qg ""){

36 Write-Host "Vous n'avez rien saisi "

Start-5Sleep —-Seconds

§ip = read-host "Saisir une EIF/CIC

tring Spass -LsPlainText -Force)

L

35 1

40 Sgw = read-host "Saisir une @ de passerelle”

41 while (5gw -=q ""){

- Write-Host "Vous n'avez rien saisi "

it Start-5Sleep —-Seconds

44 Sgw = read-host "Saiszir une E de passerelle
hE }

46 SIplist=E{}

- SIplist[0] = "ip=" + §ip + ",ow=" + Sqgw

418 Set-PvelodesQemaConfig -Ipconfigl $Iplist -Vmid $idDuClone -HNode pwvelS-2
e Start-Pvelemu -Vmid S$idDuClone -Hode pvels5-2

5 Write-Host "VH Clonee avec succes 1
51 Start-5Sleep -Seconds

52 Exit




Stockage ISCSI

¢ L > L

Requesting applications
(iSCSI initiators)

1SCSI protocol

iSCSI target
SAN |
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Difficultes rencontrees ?

Computer A

private IP addresses pubilc IP addresses

&
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